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Abstract. In this paper, the concept of q-derivative, Janowski functions with negative coefficients are com-

bined to define ST (A,B, q). We derive a necessary and sufficient condition, distortion theorem, and neigh-

borhood results. We also establish extreme point results, some results concerning the partial sums for the

function f(z) belonging to the class ST (A,B, q).
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1. Introduction

Let A denote the class of functions f of the form

f(z) = z +

∞∑
n=2

anz
n, (1.1)

that are analytic in the open unit disk U = {z : z ∈ C and |z| < 1}, and suppose S denote

the subclass of A consisting of all functions that are univalent in U .

In this note we give characterizations for q-analogue classes related to the Janowski class in

terms of negative coefficients. The intrinsic properties of q-analogues including the appli-

cations in the study of quantum groups and q-deformed subalgebras and study the fractals

are known in the literature. Some integral transforms in the classical analysis have their q-

analogues in the theory of q-calculus. This has led various researcher in the field of q-theory

for extending important results in classical analysis to their q-analogues.

We recall the following neighborhood concept introduced by Goodman [2] and generalized by

Ruscheweyh [5]
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Definition 1.1. For any f ∈ A, r-neighborhood of function f can be defined as:

Nr(f) =

{
g ∈ A : g(z) = z +

∞∑
n=2

bnz
n,

∞∑
n=2

n|an − bn| ≤ r

}
. (1.2)

For e(z) = z, we can see that

Nr(e) =

{
g ∈ A : g(z) = z +

∞∑
n=2

bnz
n,

∞∑
n=2

n|bn| ≤ r

}
. (1.3)

Also, let Ω be the family of functions w, analytic in U and satisfying the conditions w(0) = 0

and |w(z)| < 1 for z ∈ U . If f and g are analytic in U , we say that a function f is subordinate

to a function g in U , if there exists a function w ∈ Ω such that f(z) = g(w(z)), and we denote

this by f ≺ g. If g is univalent in U then the subordination is equivalent to f(0) = g(0) and

f(U) ⊂ g(U).

Using the principle of the subordination we define the class P of functions with positive real

part.

Definition 1.2. [1] Let P denote the class of analytic functions of the form p(z) = 1 +
∞∑
n=1

pnz
n defined on U and satisfying p(0) = 1, Re p(z) > 0, z ∈ U .

Any function p in P has the representation p(z) =
1 + w(z)

1− w(z)
, where w ∈ Ω and

Ω = {w ∈ A : w(0) = 0, |w(z)| < 1}. (1.4)

Definition 1.3. [4] Let P[A,B], with −1 ≤ B < A ≤ 1, denote the class of analytic function

p defined on U with the representation p(z) =
1 +Aw(z)

1 +Bw(z)
, z ∈ U , where w ∈ Ω.

We observe that p ∈ P[A,B] if and only if p(z) ≺ 1 +Az

1 +Bz
. Jackson[3] initiated q-calculus

and developed the concept of the q-integral and q-derivative.

For a function f ∈ S given by (1.1) and 0 < q < 1, the q-derivative of f is defined by

Definition 1.4.

∂qf(z) =


f(z)−f(qz)
z(1−q) , z 6= 0,

f ′(0), z = 0, 0 < q < 1.
(1.5)

Equivalently (1.5), may be written as ∂qf(z) = 1 +
∑∞

n=2[n]qanz
n−1, z 6= 0 where

[n]q = 1−qn
1−q . Note that as q → 1, [n]q → n.
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Definition 1.5. A function f ∈ A is said to belongs to the class Sq(A,B), with −1 ≤ B <

A ≤ 1 and 0 < q < 1 if
z∂qf(z)

f(z)
≺ 1 +Az

1 +Bz
.

We denote by T for the class of functions f of the form

f(z) = z −
∞∑
n=2

anz
n, (an ≥ 0), (1.6)

that are analytic in the open unit disk U . We denote by ST (A,B, q), the class obtained by

taking the intersection of Sq(A,B) with T ,

ST (A,B, q) = Sq(A,B) ∩ T .

In this paper, we derive a necessary and sufficient condition, distortion theorem, partial sums

and neighborhood result for this new class.

2. Main results

Theorem 2.1. Let f(z) = z −
∑∞

n=2 anz
n, (an ≥ 0), be analytic function in U , then f ∈

ST (A,B, q) if and only if

∞∑
n=2

{[n]q − 1) + |B[n]q −A|} an ≤ (A−B) (2.1)

for −1 ≤ B < A ≤ 1, 0 < q < 1 and B ≥ A
[2]q

. The result is sharp.

Proof. Assume the inequality (2.1) holds and let |z| = 1, it needs to show that the values

satisfy the condition ∣∣∣∣ z∂qf(z)− f(z)

Af(z)−Bz∂qf(z)

∣∣∣∣ ≤ 1, (2.2)

We have ∣∣∣∣ z∂qf(z)− f(z)

Af(z)−Bz∂qf(z)

∣∣∣∣
=

∣∣∣∣ ∑∞
n=2([n]q − 1)anz

n−1

(A−B)−
∑∞

n=2(B[n]q −A)anzn−1

∣∣∣∣

≤
∑∞

n=2([n]q − 1)an|z|n−1

(A−B)−
∑∞

n=2 |B[n]q −A|an|z|n−1
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≤
∑∞

n=2([n]q − 1)an
(A−B)−

∑∞
n=2 |B[n]q −A|an

.

This last expression is bounded above by 1, which implies that f ∈ ST (A,B, q).

Conversely, assume that f ∈ ST (A,B, q), then

<
{

z∂qf(z)− f(z)

Af(z)−Bz∂qf(z)

}
≤
∣∣∣∣ z∂qf(z)− f(z)

Af(z)−Bz∂qf(z)

∣∣∣∣ ≤ 1,

or

<
{

z∂qf(z)− f(z)

Af(z)−Bz∂qf(z)

}
≤ 1, (2.3)

<
{ ∑∞

n=2([n]q − 1)anz
n−1

(A−B)−
∑∞

n=2(B[n]q −A)anzn−1

}
≤ 1,

Choose values of z on the real axis so that
z∂qf(z)−f(z)

Af(z)−Bz∂qf(z) , is real. Upon clearing the denom-

inator in (2.3) and letting z → 1− through real values, we obtain

∞∑
n=2

([n]q − 1)an ≤ (A−B)−
∞∑
n=2

|B[n]q −A|an,

which gives (2.1). The coefficient inequality (2.1) is sharp for the analytic function

g(z) = z − A−B
([n]q − 1) + |B[n]q −A|

zn,

where −1 ≤ B < A,B ≥ A
[2]q

and 0 < q < 1. �

Theorem 2.2. Let f ∈ ST (A,B, q), then

|z| −
i∑

n=2

an|z|n − τi|z|i+1 ≤ |f(z)| ≤ |z|+
i∑

n=2

an|z|n + τi|z|i+1,

where

τi =
(A−B)−

∑i
n=2([n]q − 1) + |B[n]q −A|an

(i+ 1)
.

Proof. From Theorem 2.1 we have

∞∑
n=i+1

[([n]q − 1) + |B[n]q −A|]an

≤ (A−B)−
i∑

n=2

[[n]q − 1) + |B[n]q −A|]an.
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On the other hand

([n]q − 1) + |B[n]q −A| ≥ ([n]q − 1) (2.4)

and hence ([n]q − 1) is monotonically increasing with respect to n. So we can write

(i+ 1)
∞∑

n=i+1

an ≤ (A−B)−
i∑

n=2

[([n]q − 1) + |B[n]q −A|]an,

which implies that
∞∑

n=i+1

an ≤ τi,

hence we have

|f(z)| ≤ |z|+
i∑

n=2

|an||z|n + τi|z|i+1,

and

|f(z)| ≥ |z| −
i∑

n=2

an|z|n − τi|z|i+1.

This completes the proof of theorem. �

Theorem 2.3.

ST (A,B, q) ⊆ Nρ(e),

where

ρ =
3(A−B)

2
.

and −1 ≤ B < A ≤ 1, B ≥ A
[2]q

, b > 0, σ > −1, 0 < q < 1.

Proof. For f ∈ ST (A,B, q), (2.4) yields

2

∞∑
n=2

an ≤ (A−B),

so that
∞∑
n=2

an ≤
(A−B)

2
. (2.5)

On the other hand, from Theorem 2.1, we have,

∞∑
n=2

([n]q − 1)an ≤ (A−B).

Equivalently
∞∑
n=2

[n]qan ≤ (A−B) +

∞∑
n=2

an,
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that is,
∞∑
n=2

[n]qan ≤
3(A−B)

2
= ρ,

which, in view of the Definition 1.1, proves Theorem 2.3. �

Corollary 2.4. Let f ∈ ST (A,B, q), then

an ≤
A−B

([n]q − 1) + |B[n]q −A|
, n ≥ 2. (2.6)

Now we derive certain results about extreme points of the class ST (A,B, q)

Theorem 2.5. Let f1(z) = z, and

fn(z) = z − A−B
([n]q − 1) + |B[n]q −A|

zn (2.7)

then,

f(z) ∈ ST (A,B, q) if and only if it be expressed in the following form

f(z) =
∞∑
n=1

λnfn(z), λn ≥ 0,
∞∑
n=1

λn = 1. (2.8)

Proof. Suppose that

f(z) =
∞∑
n=1

λnfn(z)

= λ1f1(z) +
∞∑
n=2

λnfn(z).

= λ1z +

∞∑
n=2

λn

(
z − A−B

([n]q − 1) + |B[n]q −A|
zn
)

= λ1z +
∞∑
n=2

λnz −
∞∑
n=2

λn
A−B

([n]q − 1) + |B[n]q −A|
zn

=

( ∞∑
n=1

λn

)
z −

∞∑
n=2

λn
A−B

([n]q − 1) + |B[n]q −A|
zn

= z −
∞∑
n=2

λn
A−B

([n]q − 1) + |B[n]q −A|
zn.

Then

∞∑
n=2

λn

(
A−B

([n]q − 1) + |B[n]q −A|

)(
([n]q − 1) + |B[n]q −A|

A−B

)
=

∞∑
n=2

λn = 1− λ1 ≤ 1.
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Thus by Theorem 2.1, we get f ∈ ST (A,B, q).

Conversely suppose that f ∈ ST (A,B, q), by Corollary 2.4, we have

an ≤
A−B

([n]q − 1) + |B[n]q −A|
, n ≥ 2,

setting

λn =
A−B

([n]q − 1) + |B[n]q −A|
an, λ1 = 1−

∞∑
n=2

λn.

We have

f(z) =

∞∑
n=1

λnfn(z),

which completes the proof. �

Theorem 2.6. Let the functions f(z) = z−
∑∞

n=2 anz
n, an ≥ 0 and g(z) = z−

∑∞
n=2 bnz

n, bn ≥

0 be in the class ST (A,B, q). Then for 0 ≤ ζ ≤ 1,

h(z) = (1− ζ)f(z) + ζg(z) = z −
∞∑
n=2

cnz
n, (cn ≥ 0),

is in the class ST (A,B, q).

Proof. Suppose that f(z), g(z) ∈ ST (A,B, q). From Theorem 2.1 we have

∞∑
n=2

{([n]q − 1) + |B[n]q −A|} an ≤ (A−B),

and
∞∑
n=2

{([n]q − 1) + |B[n]q −A|} bn ≤ (A−B).

We can see that
∞∑
n=2

{([n]q − 1) + |B[n]q −A|} cn

=
∞∑
n=2

{([n]q − 1) + |B[n]q −A|} [(1− ζ)an + ζbn]

= (1− ζ)

{ ∞∑
n=2

{([n]q − 1) + |B[n]q −A|} an

}

+ζ

{ ∞∑
n=2

{([n]q − 1) + |B[n]q −A|} bn

}

≤ (1− ζ)(A−B) + ζ(A−B) = (A−B),

which completes the proof. �
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3. PARTIAL SUMS

In this section we will examine the ratio of a function of the form (1.6) to its sequence of

partial sums defined by f1(z) = z and fk(z) = z −
∑k

n=2 anz
n when the coefficients of f are

sufficiently small to satisfy the condition (2.1). We will determine sharp lower bounds for

<
{
f(z)
fk(z)

}
,<
{
fk(z)
f(z)

}
,<
{
∂qf(z)
∂qfk(z)

}
and <

{
∂qfk(z)
∂qf(z)

}
Theorem 3.1. If f ∈ ST (A,B, q), then

<
{
f(z)

fk(z)

}
≥ 1− 1

ck+1
, (z ∈ U , k ∈ N), (3.1)

and

<
{
fk(z)

f(z)

}
≥ ck+1

1 + ck+1
, (z ∈ U , k ∈ N), (3.2)

where ck =
([k]q−1)+|B[k]q−A|

A−B . The estimates in (3.1) and (3.2) are sharp.

Proof. Suppose that f ∈ ST (j,k)(A,B), by Theorem 2.1, we have

f ∈ ST (j,k)(A,B)⇔
∞∑
n=2

cnan ≤ 1,

It is easy to verify that cn+1 > cn > 1. Thus,

k∑
n=2

an + ck+1

∞∑
n=k+1

an ≤
∞∑
n=2

cnan ≤ 1. (3.3)

We may write

ck+1

{
f(z)

fk(z)
−
(

1− 1

ck+1

)}
=

1−
∑∞

n=2 anz
n−1 − ck+1

∑∞
n=k+1 anz

n−1

1−
∑∞

n=2 anz
n−1 =

1 +D(z)

1 + E(z)
.

Set

1 +D(z)

1 + E(z)
=

1− w(z)

1 + w(z)
,

so that

w(z) =
E(z)−D(z)

2 + E(z) +D(z)
,

then

w(z) =
ck+1

∑∞
n=k+1 anz

n−1

2− 2
∑k

n=2 anz
n−1 − ck+1

∑∞
n=k+1 anz

n−1
,

and

|w(z)| ≤
ck+1

∑∞
n=k+1 an

2− 2
∑k

n=2 an − ck+1
∑∞

n=k+1 an
.
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Now |w(z)| ≤ 1 if and only if

k∑
n=2

an + ck+1

∞∑
n=k+1

an ≤ 1,

which is true by (3.3). This readily yields the assertion (3.1).

To see that

f(z) = z − zk+1

ck+1
, (3.4)

gives sharp results, we observe that

f(z)

fk(z)
= 1− zk

ck+1
.

Letting z → 1−, we have
f(z)

fk(z)
= 1− 1

ck+1
,

which shows that the bounds in (3.1) are the best possible for each n ∈ N.

In the same way we take

(1 + ck+1)

(
fk(z)

f(z)
− ck+1

1 + ck+1

)
=

1−
∑∞

n=2 anz
n−1 + cm+1

∑∞
n=k+1 anz

n−1

1−
∑∞

n=2 anz
n−1 =

1− w(z)

1 + w(z)
,

where

|w(z)| ≤
1 + ck+1

∑∞
n=m+1 an

2− 2
∑∞

n=2 an + (1− cm+1)
∑∞

n=m+1 an
.

Now |w(z)| ≤ 1 if and only if

k∑
n=2

an + ck+1

∞∑
n=k+1

an ≤ 1,

which is true by (3.3). This readily yields the assertion (3.2).

The estimate in (3.2) is sharp with the extremal function f(z) given by (3.4). This completes

the proof of Theorem. �

Theorem 3.2. If f If f of the form (1.1) and satisfies condition (2.1), then

<
{
∂qf(z)

∂qfk(z)

}
≥ 1− [k]q + 1

ck+1
, (z ∈ U , k ∈ N), (3.5)

and

<
{
∂qfk(z)

∂qf(z)

}
≥ ck+1

[k]q + 1 + ck+1
, (z ∈ U , k ∈ N). (3.6)

where ck =
([k]q−1)+|B[k]q−A|

A−B . The estimates in (3.5) and (3.6) are sharp with the extremal

function given by (3.4).
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